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1. Introduction

Enzymes play fundamental roles in almost all life pro-
cesses. They accelerate a great variety of metabolic reactions
and they control signaling, energy transduction, and tran-
scription and translation of genetic information. Their ability
to catalyze reactions by many orders of magnitude allows
cells to carry out reactions that otherwise would not occur
on biologically useful time scales. There is, therefore, broad
interest in understanding the origin of this catalytic power
on a molecular level.

Many proposals have been put forward to rationalize the
catalytic power of enzymes (see Villa` and Warshel1 for a
partial list). As discussed elsewhere,1,2 some of these
proposals are problematic or difficult to analyze quantita-
tively. Although mutation experiments have been extremely

useful for identifying catalytic factors,3 they cannot identify
the mechanism of catalysis uniquely. Computer simulation
studies generally have favored the view that the most
important catalytic factor is stabilization of the transition state
(TS) by electrostatic preorganization of the enzyme active
site and that other effects usually are relatively small.1,2,4,5

However, it is important to continue to entertain alternatives
to electrostatic preorganization. In particular, many investiga-
tors have asked whether “dynamical effects” play a signifi-
cant role in enzyme catalysis.

By a dynamical effect, we mean that the enzyme has
evolved to optimize a particular vibrational mode for moving
the system to the TS, or for converting a system at the TS
to the product state. One of the clearest explanations of this
possibility has been given by Karplus and McCammon,6 who
stated,

Fluctuations could play an essential role in determining
the effectiVe barriers for the catalyzed reactions. If the
substrate is relatiVely tightly bound, local fluctuation
in the enzyme could couple to the substrate in such a
way as to significantly reduce the barriers. If such
coupling effects exist, specific structures could haVe
deVeloped through eVolutionary pressure to introduce
directionality and enhance the required fluctuations....

Energy released locally in substrate binding may be
utilized directly for catalyzing its reaction, perhaps by
introducing certain fluctuations.

The essence of the proposal is that the motions of the
reacting groups are different in enzymatic and nonenzymatic
reactions and, specifically, that the motions in the enzyme
are more directional than the random thermal fluctuations
that establish a Boltzmann equilibrium between the reactants
and the TS for a reaction in solution. Thus, dynamical effects
must be at work if a system at the TS has a higher probability
of decaying to products in the enzyme than it does for the
same reaction in solution. Dynamical effects also would be
implicated if the catalysis depends on coherent vibrations
that do not obey a Boltzmann distribution. Conversely, if
we can account for the enzymatic rate constant simply by
using a Monte Carlo procedure to evaluate the activation
free energy, then the catalysis must not involve dynamical
effects. Dynamical effects also might arise if reactions in
solution and in enzymes involve qualitatively different
mixtures of solute and solvent coordinates or if the solvent
coordinates are much more (or less) frozen in a protein than
in solution.7

The idea that dynamical effects play a major role in
enzyme catalysis dates back at least 25 years.6,8-10 It has
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gained momentum since the mid-1990s and continues to
attract considerable attention.7,11-27 Although we1,5,28-30 and
others31,32 have challenged the significance of dynamical
effects, the idea clearly has durable appeal.

This review examines whether dynamical effects contribute
significantly to enzyme catalysis. Our main concern will be
the use of computer simulations to address this question
quantitatively.

In examination of dynamical proposals, there is a tendency
to describe different views of the catalytic role of enzyme
dynamics assemantic issues. However, the key issues
concern the catalytic mechanisms that have been proposed
and not what names were used to describe such proposals.
Since we believe that the fundamental points at issue rise
considerably above the level of semantics, we will focus here
on the specific mechanisms that actually have been proposed.

2. Defining Catalytic Effects
Consider the generic enzymatic reaction

where E, S, and P are the enzyme, substrate, and product,
respectively, and ES, EP, and ESq are the enzyme-substrate
complex, enzyme-product complex, and transition state. As
was shown convincingly by Wolfenden and co-workers,33

many enzymes appear to have evolved to optimizekcat/KM,
whereKM ) (k-1 + kcat)/k1. This optimization can involve
maximizingkcat, minimizingKM, or both. The present article
considerskcat.

To evaluate enzyme catalysis quantitatively, we first must
ask “catalysis relative to what?” The most obvious reference
is the uncatalyzed reaction in water (see Figure 1). Since
the mechanism of the reaction can be different in water than
in the enzyme, changes in the mechanism must be considered
in addition to the effects of altering the environment. But
differences in mechanism such as using a general base instead
of water as a base can be classified as “chemical effects”,
and such effects are well understood. Our reference, then,
should be a reaction that occurs by the same mechanism in
water, so that the question becomes how the structured
environment in the enzyme accelerates the reaction relative
to the same process in a solvent cage.2
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3. Evaluating Activation Free Energies
To examine catalytic effects in enzymes, we need quan-

titative methods for calculating the rate constant of a reaction
given the structure of the enzyme. Any such method requires
evaluating the potential energy surface that connects the
reactant and product states and finding the activation free
energy for reaching the TS. Combined quantum mechanical/
molecular mechanics (QM/MM) methods provide a generic
way of obtaining potential surfaces and, in principle, activa-
tion free energies of chemical processes in enzymes. This
approach, introduced by Warshel and Levitt in 1976,34 has
gained popularity in recent years and has been used in a
variety of forms.2,35 However, implementation of rigorous
ab initio QM/MM approaches in quantitative calculations of
activation free energies is still extremely challenging.2,36-38

The somewhat less rigorous empirical valence bond (EVB)
method5,39 provides what is probably the most effective
available way of quantifying catalytic effects in general and
dynamical contributions in particular. The EVB method is a
QM/MM approach that begins with resonance states (or more
precisely, diabatic states) corresponding to classical valence-
bond structures. These basis states are mixed to describe the
reactant intermediate states.

As an example, for a SN2 reaction of the form

one can use diabatic states of the forms

The potential energies of these states (H11 andH22) and
the mixing term (H12) are represented by the Hamiltonian
matrix elements

HereR andQ represent the atomic coordinates and charges,
respectively, of the reactants or products (“solute”) in the
diabatic states, andr andq are the coordinates and charges
of the surrounding water or protein (“solvent”).Rgas

i is the
energy of theith diabatic state in the gas phase, where all
the fragments are taken to be at infinity;Uintra

i (R,Q) is the
intramolecular potential of the solute system (relative to its
minimum) in this state;Uinter

i (R,Q,r ,q) represents the inter-
action between the solute atoms and the surrounding solvent
atoms;Usolvent

i (r ,q) represents the potential energy of the
solvent.

Theεi given by eq 4a form the diagonal elements (Hii) of
the EVB Hamiltonian (HEVB). The off-diagonal elements of
the Hamiltonian (Hij) either are assumed to be constant or
are represented by exponential functions of the distances
between the reacting atoms. In the present case we express
Hij as a function of the difference between the X-C and
C-Y bond lengths (∆R′ in eq 4b), using parameters (A and
a) that are adjusted to fit either quantum calculations or
experiment. TheHij parameters are assumed to be the same
in the gas phase, in solution, and in the protein. The adiabatic
ground-state energy (Eg) and the corresponding eigenvector
(Cg) are obtained by solving the secular equation

To express the adiabatic energy surface of the solute-solvent
stystem, it is useful to define a generalized reaction coor-
dinate as the energy gap between the diabatic reactant and
product EVB states:

This coordinate can be divided into a solute coordinate,R,
for internal bonds of the reacting EVB structures and a
solvent coordinate,S, for interactions of the solute with the
solvent. “Solvent” here is used in a general sense to refer to
the surroundings of the reacting atoms in either the enzyme
or solution. The solvent coordinate is proportional to the
difference between the contributions toεi from electrostatic
interactions involving the solvent in the product and reactant
states,∆εel (see Hwang et al.40and section 7):

Comparisons of the solvent coordinates in enzyme reactions

Figure 1. Free energy profiles along the paths of a reaction in
solution (A) and in an enzyme (B). In solution, the reactants (filled
and empty circles in the drawings at the bottom) must move from
individual solvent shells to a single solvent cage. The activation
free energy of interest (∆gcage

q ) is the free energy required to form
the transition state in the solvent cage. The comparable quantity in
an enzyme (∆gcat

q ) is the free energy required to form the
transition state from the bound substrates.

X- + CH3Y f XCH3 + Y- (2)

φ1 ) X- CH3-Y

φ2 ) X-CH3 Y- (3)

Hii ) εi ) Rgas
i + Uintra

i (R,Q) + Uinter
i (R,Q,r ,q) +

Usolvent
i (r ,q) (4a)

Hij ) A exp(-a|∆R′|) (4b)

HEVBCg ) EgCg (5)

x ) ∆ε1,2 ) ε2 - ε1 (6)

S∝ ∆εel ) εel,2 - εel,1 (7)
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with those of reference reactions in solution will be discussed
in section 7.

The simplicity of the EVB formulation makes it relatively
straightforward to obtain analytical derivatives of the po-
tential surface by using the Hellmann-Feynman theorem for
eq 5, and thus to sample the EVB energy surface by
molecular-dynamics (MD) simulations. In principle, running
MD trajectories on the EVB surface of the reactant state can
provide the free energy function (∆g) that is needed to
calculate the activation free energy (∆gq). However, since
trajectories on the reactant surface will reach the TS only
rarely, it usually is necessary to run trajectories on a series
of potential surfaces (“mapping” potentials) that drive the
system adiabatically from the reactant to the product state.41

In the simple case of two diabatic states such as those of eq
3, the mapping potential (εm) can be written as a linear
combination of the reactant and product potentials,ε1 and
ε2:

whereλm changes from 0 to 1 inn + 1 fixed steps (λm )
0/n, 1/n, 2/n, ..., n/n).

The free energy∆Gm associated with changingλ from 0
to m/ncan be evaluated by a free energy perturbation (FEP)
procedure. The free energy functional that corresponds to
the adiabatic ground-state surface,Eg, then is obtained by
the FEP-umbrella sampling (FEP-US) method,5,42 which
can be written as

In this expression,εm is the mapping potential that keeps
the reaction coordinatex in the region ofx′, 〈...〉m denotes
an average over an MD trajectory on this potential,â )
(kBT)-1, kB is the Boltzmann constant, andT is the temper-
ature. If the changes inεm are sufficiently gradual, the free
energy functional∆g(x′) obtained with several values ofm
overlap over a range ofx′, and patching together the full set
of ∆g(x′) gives a complete free energy curve for the reaction.

The FEP-US approach also can be used to obtain the free
energy functionals of the individual diabatic states. For
example, the free energy of the reactant state (∆g1) is

The diabatic free energy profiles of the reactant and product
states represent microscopic equivalents of the Marcus
parabolas in electron-transfer theory.43,44

The natural picture of intersecting electronic states pro-
vided by the EVB treatment is particularly useful for
exploring environmental effects on chemical reactions in
condensed phases.42 The ground-state charge distribution of
the reacting species (solute) polarizes the surroundings
(solvent), and the charges of each resonance structure of the
solute then interact with the polarized solvent.5 This coupling
enables the EVB model to capture the effect of the solvent
on the quantum mechanical mixing of different states of the
solute. For example, if ionic and covalent states are used to
describe the solute, preferential stabilization of the ionic state
by the solvent will give the adiabatic ground state more ionic
character. In addition, the EVB method lends itself to proper

configurational sampling and converging free energy calcula-
tions, which makes it possible to evaluate nonequilibrium
solvation effects,1 as we discuss in section 8.

4. The Rate Constant
With the ability to evaluate potential surfaces and activa-

tion free energies for enzymatic reactions, we are ready to
evaluate rate constants and explore dynamical effects. The
basic quantity of interest is the rate constant for the rate-
determining step, which we take to bekcat of eq 1. Our
starting point is the well-known expression

in whichkTST is the rate constant from transition-state theory
(TST),

and κ is the “transmission coefficient”. In eq 12,x again
represents a generalized reaction coordinate, which we now
consider to be a function of time;x̆ is the time-dependent
velocity alongx, xq is the (time-independent) value ofx at
the TS,〈‚‚‚〉TS denotes a time average over periods in the
region of the TS, and∆gq is the activation free energy,
∆g(xq).

In TST, the average velocity in the TS,〈|x̆|〉TS, is equated
to the mean velocity for one-dimensional translation in a
thermally equilibrated system,

where m is the reduced mass for this motion. With the
additional assumptions that∆g is a harmonic function ofx
and that translation alongx is in equipartition of energy with
other motions of the system,kTST can be simplified further
to

The time-dependent reaction coordinatex(t) in eq 12 can be
defined, in the same manner as the generalized reaction
coordinate in eq 6, as the fluctuating energy gap between
the reactant and product EVB states,∆ε(t) ) ε2(t) - ε1(t).
The time-dependent coordinate also can be divided into
solute and solvent coordinates,R(t) andS(t), and the solvent
component again can be related to the difference in electro-
static energies between the product and reactant states:40

5. The Transmission Coefficient
The transmission coefficient (κ) in eq 11 is potentially the

main source of dynamical effects. Much of the discussion
of whether dynamical effects contribute to enzyme catalysis
therefore has revolved around whetherκ is higher in enzymes
than in solution. If we neglect tunneling and other quantum
effects for the moment,κ depends on two interrelated
factors: the probability that a system arriving atxq from the
reactant side of the barrier will end up on the product side
rather than regenerating the reactants, and the average
number of times that a productive trajectory passes back and
forth acrossxq before it moves permanently to the product

k ) κkTST (11)

kTST ) 1
2
〈|x̆|〉TS exp[-∆gqâ]/∫-∞

xq

exp[-∆g(x)â] dx
(12)

〈|x̆|〉TS ) (2â-1/(πm))1/2 (13)

kTST ≈ (âh)-1 exp(-â∆gq) (14)

S(t) ∝ ∆εel(t) ) εel,2(t) - εel,1(t) (15)

εm ) (1 - λm)ε1 + λmε2 (8)

∆g(x′) )
∆Gm - â-1 ln〈δ(x - x′) exp{-â[Eg(x) - εm(x)]}〉m (9)

∆g1(x′) )

∆Gm - â-1 ln〈δ(x - x′) exp{-â[ε1(x) - εm(x)]}〉m (10)
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side. These factors can be evaluated by examining a family
of MD trajectories that start in the TS with a thermal
distribution of velocities.7,45-52 The trajectories are propagated
both forward and backward in time until both segments have
settled in either the reactant or the product state, and the
forward and backward segments are combined to obtain a
complete trajectory. In an approach introduced by Keck,45 κ
is written

Here 〈‚‚‚〉( denotes an average over many trajectories that
start on either the reactant or product side of the barrier,
reach the TS and possibly fluctuate in this region for a time,
and are terminated when they leave the TS region.H(x̆(t))
is a Heaviside step function that is unity for positivex̆ and
zero for negativex̆. The functionê is defined as follows: if
a trajectory crossesxq n times with positivex̆ and (n - 1)
times with negativex̆, thenê ) 1/n; for all other trajectories,
ê ) 0. This function counts only trajectories that begin on
the reactant side and end in products, and it weights each of
these inversely by the number of times the trajectory crosses
xq in the forward direction.

Another way of calculating the transmission coefficient,
called the “reactive flux” method,47,50,53,54is to evaluate the
time-dependent function

Here 〈‚‚‚〉+ denotes an average over trajectories that begin
atxq and are propagated forward in time; the functionH(x̆(0))
is unity if the initial velocity alongx is in the forward
direction, and zero if the initial velocity is backward;H(x(t)
- xq) is unity if the trajectory is on the product side ofxq at
time t (x g xq) and zero if the trajectory is on the reactant
side.κ(t) is 1 att ) 0 and, in the simulations that have been
described, decreases within 10-20 fs to a plateau that is
taken to be the time-independent transmission coefficient.

The transmission factor also can be obtained by consider-
ing the average effective velocity with which productive
trajectories cross the TS:30,40

where∆xq is an arbitrarily defined length of the TS onx
andτ+ is the average time that productive trajectories take
to traverse this region. If the system recrosses the barrier
several times before it settles into P,〈x̆eff〉TS will be smaller
than the velocity given by eq 13, andκ will be less than
unity. The transmission coefficient thus can be approximated
as the ratio of〈x̆eff〉TS to 〈|x̆|〉TS:

If ∆xq is defined identically for an enzymatic reaction and
the reference reaction in solution, any significant difference
between the transmission factors for the two processes must
reflect a difference inτ+. Further, since the solute is the same
in the enzyme and solution, the difference inτ+ must
originate in the interactions of the reacting groups with their
surroundings in the two transition states.

If the relaxation time for solvent motions is equal to or
longer than that for the solute dipole, as it probably is in
most cases,τ+ is given to a good approximation by42

where ∆xS
q is the length of the TS region on the solvent

component ofx, ∆εel(t) is the time-dependent solvent reaction
coordinate (eq 15), and〈∆εel(t)〉TS is evaluated with a
mapping potential that keeps the system in the region of the
TS.

The average time dependence of the solvent reaction
coordinate in the TS (〈∆εel(t)〉TS in eq 20) can be related to
the electric dipole of the solute (µb) by starting with the
coupled equations for the time dependence of the solvent
and solute coordinates and using the linear-response ap-
proximation:40,55

In this expression,〈∆µbmax〉 is the difference between the
solute dipoles in the product and transition states (〈∆µb〉2 -
〈∆µb〉TS), and〈∆εel

max〉 is the average change in∆εel between
these two states (〈∆εel〉2 - 〈∆εel〉TS). The integrand in the
numerator is the product of the average dipole at timeτ (〈∆µb-
(τ)〉TS) and the response function〈∆ε̆el(t)∆εel(t+τ)〉, which
is simply the negative of the time derivative of the autocor-
relation function of∆εel itself (Cel(τ)):

whereuel(t) ) ∆εel(t) - 〈∆εel〉. The autocorrelation function
is widely used in studies of solvation dynamics56-60 and, as
discussed below, can be used to analyze the vibrational
modes that are coupled to a reaction.

Despite the elegance of the reactive flux method (eq 17),
we prefer to use the autocorrelation of the energy gap (eqs
18-22) because it provides a more direct connection to the
view of the enzyme as an effective solvent for the reacting
groups. Comparisons of calculated transmission coefficients
for enzymatic and nonenzymatic reactions will be discussed
in the following section.

6. The Autocorrelation Function of the Energy
Gap Is Similar in Enzymes and Solution

To illustrate the use of the EVB approach to describe an
enzymatic reaction in terms of the fluctuating energy gap,
consider the SN2 reaction catalyzed by haloalkane dehalo-
genase. This reaction involves a nucleophilic attack of a
carboxylate group on the carbon of chloroethane.61 As shown
schematically in Figure 2, the fluctuating dipoles of the
solvent or protein can either stabilize or destabilize the
product state relative to the reactant state and thus can
modulate the chance that the solute will move to the product
state.28 The same point has been illustrated for many other
systems.1

κ )
〈〈H(x̆)x̆〉TSê〉(

〈〈H(x̆)x̆〉TS〉(
≈ 〈〈H(x̆)x̆〉TSê〉(

〈12〈|x̆|〉TS〉(

(16)

κ(t) )
〈〈x̆(0)H(x(t) - xq)〉TS〉+

〈〈x̆(0)H(x̆(0))〉TS〉+
(17)

〈x̆eff〉TS ) ∆xq/τ+ (18)

κ ≈ 〈x̆eff〉TS/〈|x̆|〉TS ) ∆xqτ +
-1(2â-1/(πm))-1/2 (19)

τ+
-1 ≈ ∂〈∆εel(t)〉TS

∂t
/∆xS

q (20)

〈∆εel(t)〉TS ≈
〈∆εel

max〉
〈∆µbmax〉

∫0

t{〈∆ε̆el(t)∆εel(t+τ)〉TS〈∆µb(τ)〉TS} dτ

〈∆ε̆el(t)∆εel(t)〉TS

(21)

Cel(τ) ) 〈uel(t)uel(t+τ)〉 (22a)

∂Cel(τ)

∂t
) ∂

∂t
〈uel(t)uel(t+τ)〉 ) -ŭel(t)uel(t+τ)

(22b)
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Nam et al.23 recently examined haloalkane dehalogenase
by a QM/MM molecular orbital approach. They focused on
the force autocorrelation function,CF(t), which is a valid
but somewhat less direct measure of the solvation dynamics
than the autocorrelation function of the energy gap (C(t)).
Nam et al. found thatCF(t) relaxed more rapidly in the
enzyme than in water and that theCF(t) of the enzyme had
some oscillatory components that were not seen in water.
The finding thatC(t) can be somewhat different in the
enzyme and in water also was described in an earlier study
of alcohol dehydrogenase by Villa and Warshel,1 although
the solvation dynamics were found to be similar. Nam et
al.23 did not provide a separate analysis for the solute and
solvent coordinates, which is difficult to do in standard QM/
MM studies. The solute contribution cannot be obtained
reliably by simply omitting the solvent’s electrostatic con-
tribution to the QM/MM Hamiltonian, since this gives the
gas-phase results, which generally are very different from
the behavior of the solute in solution (see the discussion of
a similar problem by Hwang et al.40).

Figure 3 shows the calculated fluctuations of the energy
gap between the reactant and product states during MD
simulations of haloalkane dehalogenase and the reference
system in water.61 The fluctuations of the solvent coordinates

in the enzyme and solution are quite similar. For a more
definitive analysis, one can use the autocorrelation function
of the energy gap with eqs 12-16 to compare the transmis-
sion coefficients of the enzyme and solution reactions. Figure
4 shows autocorrelation functions of the energy gap in the
region of the TS for haloalkane dehalogenase and the
reference reaction. The figure presents the autocorrelation
functions of both the total gap,C(t), and the electrostatic
component that we take as the solvent coordinate,Cel(t). It
includes the results from two MD simulations of each system
to show the variability of the results. Although the results
depend somewhat on the initial positions and velocities in
the trajectories, the decay kinetics of the autocorrelation
function are very similar in the enzyme and water, indicating
that the transmission coefficients are not significantly dif-
ferent in the two systems. In both cases, the system relaxes
in about 0.1 ps. Similar results are obtained by direct
simulations of the actual relaxation from the TS to the
product state.40,62 These simulations give no indication that
the enzymatic catalysis depends on dynamical effects.

7. The Relaxation Dynamics of the Effective
Solute and Solvent Coordinates Are Similar in
Enzymes and Solution

From the discussion above, it is clear that an analysis of
the role of the enzyme as a solvent is important for
understanding of enzyme catalysis. Descriptions of reacting
systems in terms of effective solute and solvent coordinates
have been used in early classifications of solvent effects63

and in studies by Hwang et al.40 that form the basis for the
present discussion. The energy surfaces of the two EVB
states can be described in terms of effective coordinates of
the solute and solvent molecules as follows:

Figure 2. A schematic description of the role of the solvent
flucuations in a SN2 reaction in which a nucleophile (Q) displaces
a leaving group (O) from a carbon atom (b). The spatial coordinate
(r) is the difference between the lengths of the bonds from the
carbon to the attacking and leaving atoms (ra andrb). Solvent dipoles
(f) must reorient as the solutes move along the reaction path.
Reprinted with permission from Hwang, J.K.; King, G.; Creighton,
S.; Warshel, A.J. Am. Chem. Soc.1988, 110, 5297-5311.
Copyright 1988 American Chemical Society.

Figure 3. The energy gap between the diabatic product and reactant
states in the reaction catalyzed by haloalkane dehalogenase (DhlA)
during MD simulations of the enzyme (red curves) and of the same
reaction in water (blue curves). Reprinted with permission from
Olsson, M. H. M.; Warshel, A.J. Am. Chem. Soc.2004, 126,
15167-15179. Copyright 2004 American Chemical Society.

Figure 4. Autocorrelation function of the energy gap between the
reactant and product states in the region of the TS in haloalkane
dehalogenase (DhlA, red curves) and the reference reaction in water
(blue curves). Separate plots of the total energy and the electrostatic
contribution to the energy are shown. The autocorrelation functions
are normalized to 1 at zero time. Reprinted with permission from
Olsson, M. H. M.; Warshel, A.J. Am. Chem. Soc.2004, 126,
15167-15179. Copyright 2004 American Chemical Society.

ε1 ≈ ∑
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2
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Hereri andsj represent normal mode coordinates of the solute
and solvent, respectively;RandSare dimensionless effective
coordinates for the solute and solvent;ωi

r, ωj
s, ωR, andωS

are the corresponding vibrational frequencies,δi
r, δj

s, δR, and
δS are the displacements of the potential minima inε2 relative
to ε1, and∆V0 is the difference between the minima ofε2

andε1. The dimensionless displacements are given byδ )
(mω/p)1/2∆r, wherem is the reduced mass of the atoms that
participate in the motion.V⊥(R⊥,S⊥) represents contributions
from modes that are orthogonal to the reaction coordinate
and do not contribute to∆ε12.

The effective frequenciesωS andωR in eqs 23a and 23b
can be defined as

in which P(ω) is the normalized spectral density of the
corresponding contribution toε2 - ε1. The effective solute
coordinate (R) represents the contribution of intramolecular
bond stretching or bending to the energy gap. In the case of
the DhlA reaction, this is related to the ordinary reaction
coordinate (R′ ) R2 - R1, whereR1 andR2 are the lengths
of the bonds that are compressed and extended in the
reaction) byR ) R′(ωRmR/p)1/2, wheremR is the reduced
mass for the normal mode that is the compression ofR1 and
extension ofR2. As discussed in section 3, the effective solute
coordinateS can be defined in terms of the electrostatic
contribution to the energy gap between the reactant and
product states, (ε2 - ε1)el:

We leave further discussion of the normal modes to section
9 and focus here on the two effective coordinates,R andS.
The displacements along these coordinates are related to the
reorganization energy of the reaction,λ, by

An essentially equivalent, but perhaps more familiar defini-
tion of the solvent coordinate can be obtained in terms of
the macroscopic reaction field (úBrf) at the solute cavity:

whereµb1 andµb2 are the dipole moments of the solute in the
corresponding diabatic states.

Figure 5 shows calculated solute-solvent surfaces for
haloalkane dehalogenase and the reference reaction in
water.61 The distribution of the reorganization between the
effective solute and solvent coordinates is somewhat different
in the two systems, the solvent making a larger contribution
in solution than in the enzyme. The overall picture, however,
is similar in the two systems.

The most direct way to look for dynamical effects is
simply to monitor the dynamics of the productive trajectories
on the solute-solvent coordinate system. This can be done
by propagating trajectories from the TS forward and back-
ward in time as described in section 5. Figure 6 shows the
behavior of a set of such trajectories for the haloalkane
dehalogenase reaction.61 The dynamics in both the enzyme
and solution are incoherent, the trajectories moving randomly

ε2≈∑
i

pωi
r

2
(ri - δi

r/2)2 + ∑
j

pωj
s

2
(sj - δj

s/2)2 + ∆V0
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2
(R - δR/2)2 +

pωS

2
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V⊥(R⊥,S⊥) (23b)

∆ε12 ) ε2 - ε1 ≈ -p
2

(ωSδSS+ ωRδRR) + ∆V0

(23c)
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ωP(ω) dω (24)

-S) (ε2 - ε1)el/(pωsδs) (25)

λ ) λR + λS ) ∑
i

pωi
r

2
(δi

r)2 + ∑
j

pωj
s

2
(δj

s)2 ≈
pωR

2
(δR)2 +

pωS

2
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Figure 5. Contour plots of the total energy as functions of the
solvent and solute reaction coordinates in the haloalkane dehalo-
genase reaction (right) and the reference reaction in water (left).
Reprinted with permission from Olsson, M. H. M.; Warshel, A.J.
Am. Chem. Soc.2004, 126, 15167-15179. Copyright 2004
American Chemical Society.

Figure 6. Downhill trajectories on the solvent and solute reaction
coordinates starting from the transition state in the haloalkane
dehalogenase reaction (lower) and the reference reaction in water
(upper). Reprinted with permission from Olsson, M. H. M.;
Warshel, A.J. Am. Chem. Soc.2004, 126, 15167-15179. Copyright
2004 American Chemical Society.
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in the reactant state and occasionally acquiring enough
thermal energy to move to the TS. As in Figure 5, the overall
displacement on the solvent coordinate is larger in water than
in the enzyme. However, the pertinent motions in both cases
clearly occur in the solute-solvent space rather than simply
the solute space. Further, the dynamics of relaxation from
the TS to the product state are essentially the same in the
enzyme and solution. Similar results have been obtained for
alcohol dehydrogenase1 and for the nucleophilic attack step
in subtilisin.64

In discussing haloalkane dehalogenase, Nam et al.23 state,
“In aqueous solution there is a significant electrostatic effect,
which is reflected by the slow relaxation of the solvent. On
the other hand, there is no strong electrostatic coupling in
the enzyme and the major effect on the reaction coordinate
motion is intramolecular energy relaxation.” This statement
suggests that enzyme catalysis originates in part from an
acceleration of the relaxation dynamics in the enzyme.
Contrary to this notion, Figures 4-6 show that the relaxation
dynamics on the solvent coordinate are similar in the enzyme
and in water. Water is known to have a relatively short
dielectric relaxation time constant compared to other sol-
vents,59 and relaxations of the solvent coordinate generally
are, if anything, somewhat faster in water than in enzymes.
Using eqs 11 and 18-22, one finds that the difference
between the characteristic downhill times (τ+) in the enzyme
and solution has very little effect on the rate constant relative
to the large effect of the different activation barriers.

Cui and Karplus65 have examined the effect of the
environment on motions in the TS for a proton-transfer
reaction catalyzed by triosephosphate isomerase. They found
that electrostatic effects of the environment reduce the
curvature of the free energy surface both in the enzyme and
in solution. The decreased curvature slows motion along the
reaction coordinate. Although the effect on the downhill
dynamics and transmission factor is small, the motions in
the enzyme are slowed slightly more in the enzyme relative
to solution. This is at odds with the suggestion by Nam et
al.23 that the motions are faster in the enzyme.

Cui and Karplus66 also considered the possibility that
dynamical effects could arise when vibrational equilibration
is slow relative to the rate of crossing the barrier. This
proposal will be discussed in section 9.

8. Nonequilibrium Solvation Does Not Contribute
a Dynamical Effect

Some studies of reactions in solution have suggested that
“nonequilibrium solvation” (NES) can affect the transmission
factor for a reaction.1,7,67-71 In fact, Garcia-Viloca et al.71

recently suggested that these effects comprise a potentially
important correction to transition-state theory and provide a
key modern consideration for understanding enzymatic
reactions (the nonequilibrium term of ref 71 includes the NES
effect according to ref 190). However, NES is not really a
dynamical effect or part of the transmission factor but rather
a well-defined free energy factor (a part of∆gq) that has
been recognized for some time1,70,72and has been included
in almost all EVB studies since the introduction of eq 10.
When the solute is at its TS, the solvent reorganization energy
creates a barrier between the equilibrium configurations of
the solvent in the reactant and product states. This barrier
constitutes the entire activation free energy in outer-sphere
electron-transfer reactions, and its contribution to∆gq can
be significant in other types of reactions as well.70

The contribution of NES to∆gq is overlooked in treatments
of reaction kinetics in which the solvent and solute coordi-
nates are handled separately and the solvent is allowed to
relax on its reaction coordinate during each step along the
solute coordinate. Figure 7 illustrates such a treatment, in
which the solute coordinate (R) is used as a mapping
parameter. To move the system from the reactant state to
the product state, a series of MD trajectories are run on the
potential surfaces for intermediate values ofR (R1, R2, ...),
while the solvent coordinate is allowed to fluctuate about
its equilibrium value (Si) for eachRi. The change in the
potential of mean force (PMF) associated with changingR
from Ri to Rj is calculated during a trajectory onRi using
the expression

When the reactant coordinate is changed toRj, the equilib-
rium value ofSchanges fromSi to Sj, as indicated in Figure
7 by the horizontal dashed lines. The solvent therefore is
still at S4 at the end of the fourth mapping step but is at S5

at the beginning of the fifth mapping step. The mapping
procedure does not reflect the reorganization energy required
to change the solvent coordinate between the mapping steps,
and the transition state for the solvent coordinate (Sq) is never
actually sampled. The resulting underestimate of∆gq will
be most serious if the coupling of the solute and solvent
charges also is neglected. (As discussed above, when the
solute charges are coupled to the field from the solvent
charges and vice versa, the solute charges will differ from
their gas-phase values at a given value ofR.40)

The contribution of NES to∆gq can be studied by
constraining the EVB solute to its TS geometry (Rq) and

Figure 7. Contour plot of the potential surface for a reaction as a
function of the solute (R) and solvent (S) coordinates. The closed
oval contours at the lower left and upper right represent the reactant
and product states; the+ at (Rq,Sq) indicates the TS. The arrows
and dotted lines illustrate an attempt to calculate∆gq by a free-
energy perturbation approach usingR as the mapping parameter.
The mean change in potential energy resulting from changing the
solute coordinate fromRi to Rj (∆Vij) is calculated during a trajectory
on the mapping potential forRi, while S is held at its equilibrium
value for this mapping potential (Si). At the end of this step,S is
moved to its equilibrium value for the next trajectory (Sj) as
indicated by the horizontal dashed line. This mapping procedure
does not reflect the free-energy change for moving the solvent
coordinate fromSi to Sj and does not sample the TS for the solvent
coordinate (Sq), leading to an underestimate of the activation free
energy (∆gq). Reprinted from Warshel, A.; Parson, W.W.Q. ReV.
Biophys.2001, 34, 563-679 with permission from Cambridge
University Press.

∆gPMF(Rj) - ∆gPMF(Ri) )

-â-1 〈exp{-â[Eg(Rj,S) - Eg(Ri,S)]}〉Eg(Ri,S) (28)
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using an FEP procedure to evaluate the free energy surface
for moving along the solvent coordinate from its equilibrium
configuration on one side of the TS to its equilibrium
configuration on the other side (e.g., fromS4 to S5 in Figure
7). The activation barrier attributable to NES is

where

and∆gNES
0 is the minimum value of∆gNES. Eg denotes the

ground-state energy surface obtained by diagonalizing the
EVB Hamiltonian (eq 5), andE0 is an arbitrary constant that
cancels out in eq 29. The total activation free energy then
can be approximated as

where∆gPMF
q is the activation energy obtained by allowing

the solvent to equilibrate at each value ofR as illustrated in
Figure 7.

Figure 8 shows calculations of the nonequilibrium solva-
tion effect for a step in the reaction catalyzed by subtilisin,
along with similar calculations for the corresponding process
in solution.1 Nonequilibrium solvation contributes about 4
kcal/mol to the barrier in solution and about 1 kcal/mol in
the enzyme. The decrease in∆gNES

q can be viewed as one
feature of the preorganized environment in the enzyme’s
active site. When eq 16 was used, direct simulations of
downhill trajectories gave a transmission factor of ap-
proximately 0.6 for both the enzyme and the solution
reaction, showing clearly that the NES effect is not a
dynamical effect.

The EVB/FEP-US method described in section 3 incor-
porates the NES effect automatically by calculating the
probability of finding the system at the transition state of
the solute-solvent system, without having to divide∆gq

explicitly into equilibrium and nonequilibrium components.40

The EVB ∆gq therefore should differ from∆gPMF
q by

approximately∆gNES
q .64,73

Neria and Karplus7 have discussed effects of NES on the
proton-transfer step in triosephosphate isomerase. They used
EVB simulations of a “frozen-solvent” model described by
Hynes and co-workers,68,74 in which fluctuations of the
solvent are assumed to be much slower than those of the
solute. In this model, the rate constant is written

Here∆gPMF
q is the activation potential of mean force given

by eq 28, andRi
peak(Si) is the value of the solute coordinate

(R) at which the ground-state energy surface (Eg) goes
through a maximum for a given fixed value of the solvent
coordinate,Si, (see Figure 9).68,74 Neria and Karplus75 and

Gertner et al.68,74 earlier had usedκfroz as the transmission
coefficient for charge-transfer reactions in water and had
concluded that it was determined by the rate of relaxations
of the water around the reacting species.

Neria and Karplus7 compared the forces along the reaction
coordinate when they constrained the motions of either the
reacting solute or the protein in the frozen-solvent model.
In contrast to the conclusions of Gertner et al.74 for charge-
transfer reactions in solution, they concluded that the
dynamics of leaving the TS region in triosephosphate
isomerase are not limited by relaxations of the protein but
rather depend on rapid intramolecular motions of the solute
within a relatively rigid cage.

The possible difference in the role of solvent relaxations
in triosephosphate isomerase compared to charge-transfer
reactions in solution was taken as an indication of the
importance of dynamic effects in the enzyme. In our opinion
such a conclusion would be unwarranted, since the analysis
that Neria and Karplus used for the enzyme was not applied
to the same reaction in solution. In addition, eq 32 is
problematic because the rate constant actually is determined
by ∆gq (including the contribution from∆gNES

q ), not∆gPMF
q .

∆gPMF
q differs from ∆gq in that it is evaluated without the

Figure 8. Nonequilibrium solvation barriers for the nucleophilic-
attack step in subtilisin and the corresponding reaction in water.
The free energy was calculated by keeping the solute in its TS
geometry (Rq in Figure 7) and using a free-energy perturbation
procedure to evaluate∆g for moving the solvent across the TS as
illustrated by the path fromS4 to S5 in Figure 7. The mapping
procedure allowed the solute charges to evolve from their equilib-
rium values at (Rq,S4) to the values at (Rq,S5). The curves labeled
∆g1 and∆g2 in the upper panel are the calculated contributions of
nonequilibrium solvation to the free energy of the diabatic reactant
and product states in water. The open and filled circles are the
calculated contributions of nonequilibrium solvation to the adiabatic
ground-state surfaces in water and the enzyme, respectively. The
lower panel shows the adiabatic free energies on an expanded scale.
Reprinted with permission from Warshel, A.; Bentzien, A.ACS
Symp. Ser.1999, 721, 489-498; Villà, J.; Warshel, A.J. Phys.
Chem. B2001, 105, 7887-7907; and Warshel, A.; Parson, W. W.
Q. ReV. Biophys.2001, 34, 563-679. Copyright 1999 American
Chemical Society.

∆gNES
q ) ∆gNES(R

q,Sq) - ∆gNES
0 (29)

∆gNES(R
q,S′) )

-â-1 ln〈δ(S′ - S) exp{-â[Eg(R
q,S) - E0]}〉g (30)

∆gq ≈ ∆gPMF
q + ∆gNES

q (31)

k ≈ κfrozkPMF (32)

kPMF ) (âh)-1 exp(-â∆gPMF
q ) (33)

κfroz ) 〈exp{-â∆V}〉S (34)

∆V ) Eg(Ri
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δ(S-S′) factor that appears in eqs 9, 10, and 30, which could
lead to an underestimate of the energy barrier (see eq 28).
The proper correction to the PMF rate constant is notκfroz,
but rather exp(-â∆gNES

q ) (see eq 31).κfroz may have no
simple quantitative relation to either∆gNES

q or the usual
transmission coefficient (κ), which must be evaluated in the
full solute-solvent coordinate space unless the solvent is
completely frozen. It is worth noting also that the simulations
that underlie the frozen-solvent model67,76neglect effects of
the solvent on the charge distribution in the solute.40 The
underlying assumption that fluctuations of the protein
environment are much slower than motions of the solute
seems likely to be unrealistic, considering the results for
DhlA described above and for other systems.1,61

Cannon et al.77 have suggested that enzymes may catalyze
reactions by removing a slow component of the reorganiza-
tion on the solvent coordinate. Although decreasing the
solvent reorganization energy can lower∆gq and thus clearly
can contribute to catalysis, there is no compelling evidence
that this reflects a dynamical effect. Both experimental and
theoretical studies have shown that the motions associated
with reorganization of the first solvation sphere in water are
extremely fast,57-59 and as shown in Figures 4 and 6, the
same is true for the pertinent motions in proteins. Since the
fast motions occur on the same time scales in proteins as in
solution, removal of slow motions is unlikely to result in
significant dynamical effects.

In conclusion, a critical analysis of nonequilibrium sol-
vation effects shows that the nature of these effects are
similar in enzymes and in solution. The main differences

appear to be associated with magnitude of the reorganization
energy rather than with dynamical effects.

9. The Frequencies of Catalytically Important
Vibrational Modes in Enzymes Are Similar to
Those in Solution

The EVB approach allows one to evaluate the projections
of protein or solvent motions along the reaction coordinate.
In the “dispersed-polaron” or “spin-boson” treatment, this
is done by relating the fluctuations of∆ε12 during an MD
trajectory to the fluctuations of an equivalent harmonic
system. We start with the autocorrelation function of the total
energy gap,

whereu(t) ) ∆ε12(t) - 〈∆ε12〉. According to the Wiener-
Khinchin theorem, the power spectrum of the fluctuations
in a given diabatic state,J(ω), can be obtained from the
Fourier transform of the autocorrelation function:

J(ω) has peaks at the frequencies of the modes that are
coupled to the reaction (ωj), and in the high-temperature
limit, the amplitudes of these peaks are proportional to the
square of the displacement of the corresponding coordinate
in ε2 relative toε1 (The δi

r andδj
s in eqs 23a and 23b):56

where indexj now runs over the normal modes of both the
solute and the solvent, andδ(ω - ωj) is the Kronecker delta
function. The Fourier magnitudes obtained by eqs 37 and
38 can be scaled by relating the area under the spectral
density function to the overall reorganization energy (λ) as
in eq 26:

The reorganization energy can be obtained independently
from the difference between the average values of∆ε12

during MD trajectories in the reactant and product states:

and also can be related to the variance of the distribution of
∆ε12.

Figure 10 shows an analysis along these lines for the
vibrations that are coupled to the haloalkane dehalogenase
reaction. A similar analysis has been given for other
reactions.1,78,79 In all the cases that we have examined, the
power spectrum of the projection of the solvent vibrations
on the reaction coordinate is similar in the enzyme and the
reference reaction in water.

Normal-mode analysis is a useful approach for analyzing
how the protein perturbs motions of the solute, although it
may be less effective for dealing with highly anharmonic
motions of the solvent. Go and co-workers80 have used this
approach for evaluating the Franck-Condon factors for
electron-transfer reactions of cytochromec. Cui and Kar-
plus65,66 have used a normal-mode analysis to examine the

Figure 9. The frozen solvent model. Panel a is a contour plot
similar to that of Figure 7 but for a system in which the solvent
configurations are similar in the reactant and product states (note
that hereS is the ordinate). The horizontal solid or dotted lines
represent reaction paths in whichS is held fixed;Sq denotes the
path with the smallest barrier. Panel b shows the potential energies
along two such paths and indicates the meaning of∆V in eq 35.
Reprinted from Warshel, A.; Parson, W. W.Q. ReV. Biophys.2001,
34, 563-679 with permission from Cambridge University Press.
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projections of some of the modes of the protein-substrate
system on the reaction coordinate in triosephosphate isomerase.
They note that motions that raise the energies of the reactant
and product symmetrically (“promoting modes”) favor the
reaction, while modes that affect the energies asymmetrically
(“demoting modes”) oppose it. These are basically thermo-
dynamic effects that reflect the height and shape of the barrier
for proton transfer. In general, rather than altering the
dynamics of moving through or relaxing from the TS, a
promoting or demoting mode simply reflects the shape of
the potential surface along a particular coordinate.

Cui and Karplus65 suggest that certain modes could affect
the transmission coefficient and thus might have a dynamical
effect, if vibrational equilibration is slow relative to the rate
of crossing the barrier. They argue that this condition is met
because crossing the barrier for the proton-transfer step in
triosephosphate isomerase takes only about 30 fs, whereas
the full redistribution of vibrational energy would take much
longer. They nevertheless agree that any dynamical effect
is likely to be minor since the transmission coefficient
probably is at least 0.5.

The idea that increasing the rate of vibrational equilibration
could lead to dynamical effects merits some additional
discussion. We are not aware of any formal expression that
relates consistently the quantum mechanical transmission
factor to the classical time of crossing the TS or the rate of
energy redistribution. In a classical picture, the speed of a
single crossing of the TS is constant; what counts is the time
required to dissipate an amount of energy in the order of
kBT and thus to make the barrier crossing effectively
irreversible. As eqs 19-21 show, the relevant relaxation time
for this process is determined by the relaxation of the solvent
coordinate, rather than that of the solute. With a solvent
reorganization energy of about 20 kcal/mol for triosephos-
phate isomerase81 and a typical relaxation time of∼100 fs
for the autocorrelation function in enzymes (see Figure 4),
a relaxation of∆ε12 by kBT requires only about 5 fs. The
time required probably is somewhat longer than this, since
the inertial relaxation time deduced fromC(t) does not reflect
a complete vibrational equilibration.62 Nevertheless, we have
here a picture of fast solvent relaxation in both the enzyme
and solution, which means that changes in the rate of this
relaxation are unlikely to contribute significantly to catalysis.

In a semiclassical model, one can treat the solute vibrations
quantum mechanically and consider semiclassical surface

crossing between the solute states under the perturbation of
the classically fluctuating environment.31,82 Although such
a treatment is fully valid only in the diabatic limit, it is a
useful way to view environmental effects in proton-transfer
processes.82-85 As discussed earlier in this section, the protein
or water surrounding the reacting species usually provides a
quasicontinuum of modes with a wide range of frequencies
and coupling strengths. Energy redistribution comes into play
only through the autocorrelation of the energy gap, which
typically decays most of the way to zero in about 50 fs as
modes with different frequencies get out of phase.86

Coherent dynamical effects do occur in photobiological
processes such as the primary electron-transfer step in
photosynthetic bacterial reaction centers, where an ensemble
of molecules can be excited coherently with a short pulse of
light. In this system, electron transfer occurs from the excited
state on the same time scale as relaxation among the solvent
modes that are coupled to the reaction. Vibrational coherence
can result in oscillatory kinetics and deviations from the
predictions of Marcus theory.62,86-89 Related dynamical
effects also have been seen in ground-state organic reactions
that proceed from an instantaneously generated intermedi-
ate.90 However, such effects are not likely to operate in
thermally activated barrier-crossing events, where the equi-
librium energy distribution usually appears to determine the
rate constant.

10. Tunneling and Other Nuclear Quantum
Mechanical Effects Do Not Contribute to
Catalysis in a Major Way

Studies of isotope effects on some enzymatic reactions
have pointed to nuclear tunneling and other nuclear quantum
mechanical effects such as zero-point energy contributions
of the participating vibrational modes.91 These findings
frequently have been interpreted as evidence for dynamical
effects. An enzyme might, for example, exploit a particular
vibrational mode that modulates the thickness of the barrier
through which an atom can tunnel.

One sign of nuclear tunneling is a reaction rate that
becomes independent of temperature at low temperatures,
when the available thermal energy is insufficient to populate
the transition state. Several of the electron-transfer steps in
photosynthetic reaction centers exhibit such kinetics at low
temperature and have been interpreted as reflecting nuclear
tunneling although they probably occur partly from hot
vibrational levels that are populated by the excitation
pulse.62,92 To our knowledge, however, temperature-inde-
pendent kinetics has not been described for any ground-state
enzymatic reactions.

Isotope effects also can provide indications of nuclear
tunneling. In the absence of tunneling, a primary isotope
effect commonly is ascribed to a change in the zero-point
energy of a bond that is broken in the rate-limiting step of
a reaction. The zero-point energy of a harmonic vibration
of a system with reduced massm and force constantf is
1/2pω ) 1/2p(f/m)1/2. If the vibration involves a C-H, N-H,
or O-H bond, the reduced mass will be approximately equal
to the mass of the H atom (m ) 1), so replacing protium by
a heavier atom of massm2 (deuterium or tritium) will
decrease the zero-point energy by a factor of approximately
m2

-1/2. The dependence of the vibrational energy onm
vanishes at the TS, where the slope of the potential energy
surface is zero. The isotopic substitution should, therefore,

Figure 10. Fourier transform of the autocorrelation function of
the energy gap between the product and reactant states in the
haloalkane dehalogenase reaction (red) and a reference reaction in
water (blue). Reprinted with permission from Olsson, M. H. M.;
Warshel, A.J. Am. Chem. Soc.2004, 126, 15167-15179. Copyright
2004 American Chemical Society.
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increase the activation enthalpy by∆∆Hq ≈ 1/2pf1/2(1 -
m2

-1/2). Neglecting any changes in the preexponential factor,
the transition-rate theory thus predicts that the rate constants
measured with protium, deuterium, and tritium (kH, kD, and
kT) will be related by the expression

(See Swain,93 Saunders,94 Antoniou and Schwartz,24 Kohen
and Klinman,95 and Cui and Karplus66 for additional discus-
sion.)

Isotopic substitutions should have larger effects on the rate
constants of reactions that involve nuclear tunneling, which
in simple models depends exponentially, rather than linearly,
on m-1/2. Thus a primary isotope effect in which the ratio
ln(kH/kT)/ln(kH/kD) exceeds the value of 3.3 predicted by eq
41 is often taken as a sign of tunneling. (A “primary” isotope
effect refers to isotopic substitution of an atom that partici-
pates directly in a bond that is broken in the reaction;
“secondary” effects are those resulting from substitution of
a neighboring atom). Klinman and co-workers have measured
ratios exceeding 3.3 in alcohol dehydrogenases,18,96,97serum
amine oxidase,98 lipoxygenase,99 and glucose oxidase.100 In
one study, Kohen et al.18 found that the isotope effects on
alcohol dehydrogenase from a thermophilic microorganism,
Bacillus stearothermophilus, decreased in magnitude with
increasing temperature, in accord with the expectation that
contributions to the total rate from tunneling will decrease
in importance as thermally excited excursions over the barrier
become more frequent. However, the ratio ln(kH/kT)/ln(kD/
kT) for secondary isotope effects increased with temperature
above 30°C. The authors concluded that protein fluctuations
are essential for tunneling in alcohol dehydrogenase and that
in the enzyme fromB. stearothermophilus, these fluctuations
are most effective at the elevated temperatures at which the
organism thrives. This would be in line with previous
suggestions that the conformational flexibility of proteins
from thermophilic organisms at high but physiologically
appropriate temperatures is comparable to that of the
homologous proteins from mesophilic organisms at their
physiologically appropriate lower temperatures.13,101 The
shifted temperature dependence of protein flexibility in
thermophiles does not, however, necessarily imply that a
particular amount of flexibility is needed for enzyme activity
at the physiological temperature. It could just reflect the need
to keep proteins from unfolding under physiological condi-
tions. An organism that lives at high temperatures could
achieve a given reaction rate even if∆gq is higher than it is
in a mesophile, sincekcat depends on exp(-∆gq/(kBT)).

Kohen et al.18 made the interesting observation that the
activation enthalpy (∆Hq) for the reaction of the thermophilic
alcohol dehydrogenase decreased from 23.6 kcal/mol at low
temperatures (0-30 °C) to 14.6 kcal/mol at higher temper-
atures (30-65 °C). They interpreted this observation as
supporting a contribution tokcat from vibrationally enhanced
tunneling at higher temperatures. The activation free energy,
however, remained essentially constant. In TST, this means
that a compensating increase in-T∆Sq accompanies the
decrease in∆Hq as the temperature is raised (Figure 11a).
Such enthalpy-entropy compensation is seen in many
nonenzymatic systems, where it usually is ascribed to a
balance between enthalpic and entropic components of
solvation (see Hwang et al.,40 Anderson,54 and Levy and
Gallicchio102 for recent reviews).

The observed decrease in∆Sq with temperature in the
alcohol dehydrogenase reaction can be rationalized by
considering the expected interactions of the solute with its
surroundings. Because the reaction in the direction considered
by Kohen et al.18 proceeds from a polar ion pair through a
less polar TS to a nonpolar product (see Figure 11b), motions
of the surroundings are expected to be less restricted in the
TS than in the reactant state, contributing a positive term to
∆Sq. Raising the temperature will release some of the motions
that are frozen in the reactant state, which should make∆Sq

less positive. This description is testable by computer
simulations using a restraint-release approach of the type
described by Villa` et al.103 In the absence of such simulations,
we see no need to invoke dynamical effects to explain the
temperature dependence of∆Hq.

The enzyme lipoxygense, which catalyzes addition of O2

to an unsaturated fatty acid, exhibits unusually large kinetic
isotope effects withkH/kD ratios that range from about 70 at
310 K to approximately 100 at 278 K.99,104-106 The rate-
limiting step in the reaction is transfer of a hydrogen from
the fatty acid to an iron cofactor on the enzyme.107 Knapp
et al.,91 Liang and Klinman,27 and Hatcher et al.108 have

ln(kH/kT)

ln(kD/kT)
≈ 1 - 3-1/2

2-1/2 - 3-1/2
≈ 3.3 (41)

Figure 11. A schematic thermodynamic analysis of the reaction
catalyzed by the alcohol dehydrogenase ofB. stearothermophilus
(A) and a rationalization of these data (B). Panel A illustrates the
experimental fact that if changes in∆Hq and -T∆Sq with
temperature compensate for each other, the activation free energy
will be essentially independent of temperature. Panel B considers
the reaction (from left to right) and suggests that the entropy changes
could reflect restrictions on fluctuations of protein dipoles in the
highly polar reactant state relative to the partially polar TS (thus
leading to a positive∆Sq). Raising the temperature is expected to
make∆Sq less positive since this would release some of the frozen
motions in the reactant state.
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emphasized the importance of obtaining a correct prediction
of the temperature dependence for this enzyme, in which
tunneling appears to play a major role. As far as we are
aware, there are no published simulation studies that ac-
curately reproduce the temperature dependence of ln(kH/kT)/
ln(kD/kT) over a wide range of temperatures for lipoxygenase,
the thermophilic alcohol dehydrogenase, or any other en-
zyme. As discussed by Olsson et al.,79 it is much harder for
microscopic simulations to capture the quantitative temper-
ature dependence of kinetic isotope effects than it is to
calculate activation free energies. The problem is related to
the well-known difficulty of obtaining entropic effects by
direct simulations. Because the isotope effect depends
strongly on the average donor-acceptor distance, it is
difficult to get its temperature dependence quantitatively
unless one can get the exact temperature dependence of this
distance. Doing this by MD simulations is particularly
difficult when the free energy surface is relatively flat. The
complicated temperature dependence of the isotope effects
in the thermophilic alcohol dehydrogenase, for example,
could reflect entropy-enthalpy compensation as discussed
above. Changing the average donor-acceptor distance by
0.5 Å often costs very little free energy and gives only small
errors comparable to the experimental uncertainty in the
activation free energy (approximately(0.5 kcal/mol) but can
result in a large error in the temperature dependence of the
isotope effect. But the difficulty of obtaining converging
results in such simulations means only that we presently
cannot obtain a unique interpretation of the isotope effect,
not that the effect reflects dynamical contributions to
catalysis. Cui and co-workers65,66,109 found no consistent
correlation between the ratio ln(kH/kT)/ln(kD/kT) and calculated
corrections to the rate constant from nuclear tunneling in
horse liver alcohol dehydrogenase and triosephosphate
isomerase.

Although calculating the temperature dependence of
kinetic isotope effects remains a challenge, we feel that
getting the correct activation free energies and rate constants
for the enzyme and solution reactions is more critical from
the perspective of enzyme catalysis. As we discuss in more
detail below, current computational approaches appear to be
sufficiently accurate for this task, even for lipoxygenase and
other enzymes where nuclear tunneling is important.

The problems associated with interpreting the temperature
dependence of kinetic isotope effects are highlighted by a
recent discussion91 of the I553A mutant of soybean lipoxy-
genase. The temperature dependence of the kinetic isotope
effect differs markedly between the wild-type and mutant
enzymes. It was suggested that the I553A mutation weakens
compression of the donor-acceptor distance by the enzyme
and thus leads to “less optimized environmental dynamics.”
However, the mutant and wild-type enzymes have essentially
identical kinetic parameters (kcat and Km). The altered
dynamics thus evidently have little effect on catalysis.

The idea that fluctuations of the protein are crucial for
inducing nuclear tunneling is sometimes presented as a
special feature of enzymes.24,25 For example, it has been
suggested that evolutionary tuning of particular vibrational
modes could explain why enzymes are more effective than
catalytic antibodies.18,95 To analyze such proposals, it is
necessary to have a microscopic approach for simulating
nuclear quantum mechanical effects in proteins and solution.
The simplest approach is to use a vibronic treatment similar
to the dispersed-polaron treatment (eqs 9-10). A semiclas-

sical EVB treatment along these lines, in which the stretching
vibration of the carbon-proton bond is treated quantum
mechanically while other modes are considered classically,
is illustrated in Figure 12. The semiclassical microscopic rate
constant obtained in this way (k1m,2m′) represents the prob-
ability per unit time that a system in vibrational statem on
the reactant side of the barrier will cross to vibrational state
m′ on the product side. This is given by

whereFmm′ is the nuclear overlap integral for the transition
andλcl is the classical reorganization energy of the solvent.
Weighting k1m,2m′ by the Boltzmann population of statem
and summing over all the vibrational levels gives the overall
rate constant:

where ωi is the frequency of vibrational modei of the
quantum system andmi is the number of phonons of mode
i in vibrational statem. In the high-temperature limit, the
activation free energy (∆gmm′

q ) for this model can be
approximated by82,83

Figure 12. A semiclassical vibronic treatment of proton transfer.
This model, which is valid only for smallH12, treats the carbon-
proton stretching vibration quantum mechanically and the rest of
the system classically. In this way, we monitor the energy gap
between the vibronic statesε1 + hωΗ/2(n1 + 1/2) andε2 + hωΗ/
2(n2 + 1/2) for trajectories of the system with a fixed X-H bond
length (see ref 83 for a related treatment). The figure depicts the
time dependence ofε1 and ε2 plus zero or one excitation of the
X-H bond and also provides the energy levels at two points on
the trajectory. A semiclassical surface-hopping treatment of the
crossing probability between the vibronic states, due to the
fluctuating energy gap, leads to eq 43 (see ref 82).

k1m,2m′ ) |H12Fmm′

p
|2( πp2

kBTλcl
)1/2

exp(- ∆gmm′
q

kBT ) (42)

k12 ) ∑
m,m′

k1m,2m′ exp{-∑
i

pωi

kBT
(mi + 1/2)}/

∑
m

exp{-∑
i

pωi

kBT
(mi + 1/2)} (43)

∆gmm′
q ≈ [∆G° + ∑

i

pωi(m′i - mi) + λcl]
2/(4λcl) (44)

Dynamical Contributions to Enzyme Catalysis Chemical Reviews, 2006, Vol. 106, No. 5 1749



A vibronic treatment of this type was developed originally
by Kuznetsov and Ulstrup,110 and a somewhat more consis-
tent formulation was introduced by Warshel and co-work-
ers,82 who used a free energy term (∆G°) rather than∆E
and clarified the relationship to the spectral distribution
function. An extension to the low-temperature limit also was
also obtained.82 Borgis and Hynes85,111 and Antoniou and
Schwartz24 have used similar treatments that consider only
the lowest vibrational levels of a proton, and Knapp et al.91,105

have used this approach to study kinetic isotope effects in
soybean lipoxygenase.

Equations 42-44 are strictly valid only in the diabatic limit
when |H12Fmm′| is sufficiently small. In proton-transfer
processes,H12 usually is far too large for this treatment to
be reliable. However, if the displacement of the proton is
substantial,|Fmm′| can be quite small for 0-0 transitions since
it is given byF00 ) exp(-δ2/4), whereδ is the dimensionless
origin shift for the proton transfer (δ ) (mHω/p)1/2∆r, where
ω andmH are the frequency and reduced mass for the X-H
stretching mode). If the largest contribution to the rate
constant comes from the 0-0 term, we, therefore, can use
eq 42 as a rough estimate.

Determining the magnitude of the parameters in eq 42
raises two additional problems. First, if we consider a
collinear proton transfer and treat all coordinates except the
X-H stretching classically, we have to deal with the large
intramolecular reorganization energy of this mode. Second,
the effective frequency for the X-H stretch can be much
smaller than the typical frequency of about 3000 cm-1 once
the X‚‚‚Y distance becomes less than about 3.2 Å, when
H12 can affect the ground-state curvature drastically. To
correct for this, Warshel and Chu82 suggested modifying the
diabatic potential to make it closer to the adiabatic potential.
As long as the main contribution to the rate constant comes
from the 0-0 term, it seems reasonable to use a linear
approximation for the reduction inω as the X‚‚‚Y distance
is reduced. The overall rate constant reflects an integral over
different X‚‚‚Y distances (different values ofR in the present
notation), and thus we can write

whereε is the potential of mean force for the X‚‚‚Y distance.
In this model, the kinetic isotope effect depends on the

increase inδ, and the resulting decrease in|F00|2 when H is
replaced by deuterium or tritium. As discussed above, large
kinetic isotope effects frequently are taken as evidence for
quantum effects. But since the vibrational frequency (ω) that
enters intoδ decreases as the reacting groups are compressed,
it appears that the isotope effect can be reduced, rather than
increased, as the X‚‚‚Y distance is compressed. This is in
clear contrast to the idea that compression by the enzyme
increases tunneling.112 In any event, one must keep in mind
that the use of eq 43 could be entirely unjustified in many
cases.

The use of phenomenologically fitted reorganization
energies in eqs 42-45 merits some comment. In general,
λcl in eq 44 represents the reorganization energy associated
with all the modes that are not treated quantum mechanically.
This should include both the outer-sphere reorganization
energy (λcl,out) and the classical contributions to the inner-
sphere reorganization energy (λcl,in). The outer-sphere reor-
ganization energy, which is the most crucial parameter for a
comparison of the enzyme and solution reactions, cannot be

estimated by simply fitting the predictions of eq 43 to
experimental kinetic information, since the measured and
calculated rates both includeλcl,in as well. Continuum models
for estimatingλcl,out are problematic because the protein
structure and its reorganization are not represented explic-
itly.113 Estimates ofλcl,in also can be unreliable because they
are strongly model-dependent, as are the diabatic energies.

The reorganization energy of the lipoxygenase reaction
has been estimated recently by two groups of investiga-
tors.91,108 Although both groups found a value of about 20
kcal/mol, this agreement appears to be fortuitous because
Knapp et al.91 used eqs 42-45 and treated only the hydrogen
stretching mode quantum mechanically, while Hatcher et
al.108 used a more sophistocated model that treated the full
three-dimensional motion of the hydrogen quantum mechani-
cally. The former calculations thus neglected a substantial
contribution from bending rearrangements of the C-H and
O-H bonds. Very different effective masses and frequencies
for the hydrogen stretching modes also were used in the two
studies. These problems are compounded by the above-
mentioned issue of the validity of eq 42. In addition, even
advanced harmonic treatments of the modes that do not
participate in the hydrogen motions108 may not adequately
reflect the anharmonicity of the intramolecular surface.

Knapp et al.91 found that the rate of hydrogen transfer was
slowed by several orders of magnitude in L546A and L754A
mutants of soybean lipoxygenase. Based on fits of the
activation energy and the kinetic isotope effects to the
predictions of eqs 42-45, they attributed the reduction in
the rate constant to increases inλcl from about 20 kcal/mol
in the wild-type enzyme to 30 kcal/mol in the L546A mutant
and 36 kcal/mol in L754A. They ascribed these changes
entirely to the environment (λcl,out). It appears to us thatλcl,out

is unlikely to be larger than 2-3 kcal/mol in either the wild-
type or the mutant enzyme, since the change in charge
distribution during the reaction is small and calculated values
of λcl,out are similar in water and the protein.79

In view of the difficulties in using the diabatic approxima-
tion for proton transfer, one would like to have a description
that also is valid in the adiabatic limit. We have used the
centroid path-integral strategy in a version called “quantized
classical path” (QCP).114,115This approach involves replacing
a classical solute atom of massm by a ring of p (on the
order of 20) “quasiparticles.” The quasiparticles move on
the effective potential

whereRBk is the position of the particle,U(RBk) is the potential
used in a classical MD simulation, and∆RBk ) RBk+1 - RBk

(RBp+1 ) RB1). The distribution of the quasiparticles, averaged
over multiple simulations, represents the probability of
finding the atom at various positions. The effective potential
allows particles near the classical energy minimum to spread
out and thus to have higher energy than a classical atom at
the minimum, representing the zero-point energy. At the
same time, a quasiparticle has a possibility of tunneling
through regions whereUqm exceeds the classical energy,
becauseU is divided byp.

Given the potential surfaceUqm described by eq 46, the
quantum mechanical activation free energy (∆gq

q) can be
evaluated and incorporated into the expression

kh12 ) ∫k12(R) exp{-âε(R)} dR (45)

Uqm ) ∑
k)1

p 1

2
mp(kBT/p)2|∆RBk|2 +

1

p
U(RBk) (46)
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for the rate constant.116,117The factorκq here is the quantum
mechanical transmission coefficient, which as discussed
above is usually close to unity.

Other treatments that are reliable for adiabatic processes
are the MDQT (“molecular dynamics with quantum transi-
tions”) method developed by Hammes-Schiffer and co-
workers31 and the VTST (“variational transition state theory”)
approach of Truhlar and co-workers.118 The MDQT method
is a surface-hopping approach that is in spirit similar to eq
42 but is not limited to diabatic states. The VTST method is
based on a consistent evaluation of the nuclear quantum
mechanical correction by integrating the transition probability
over different energy values. Like the QCP treatment, these
methods allow one to include the protein motions in the
classical region and thus provide a fully microscopic way
of exploring vibrationally assisted nuclear tunneling. The
inclusion of the protein fluctuations is less straightforward
in the VTST approach than in the MDQT and QCP methods,
although some progress has been made and the calculations
nicely reproduce observed kinetic isotope effects.31,118

As we have argued above, the question at issue is not
whether nuclear quantum mechanical effects such as tun-
neling occur in some enzymatic reactions (they surely do),
but whether these effects are significantly different in
enzymes and solution.115 Although it is possible to address
this question experimentally in some cases,119,120it often is
hard to perform experiments on the relevant reference
reaction in solution. Computer simulations provide a natural
way of comparing the two reactions. The results of QCP
simulations for several types of enzyme and the correspond-
ing solution reactions are collected in Table 1. In all the cases
we have studied to date, including one that exhibits excep-
tionally large kinetic isotope effects (soybean lipoxygenase),
we have obtained similar effects in enzymes and solutions.
This seems to indicate that nuclear quantum mechanical
effects do not provide a major catalytic factor. As shown in
Table 2, the computer simulations are able to reproduce the
activation free energies well, even when the contributions
from tunneling are large. The importance of tunneling in the
reaction catalyzed by lipoxygenase appears to result from
the sharpness of the energy barrier in this reaction, which is
not very different in the enzyme than in solution. The enzyme
reduces the height of the barrier, but evidently has relatively
little control over the width.79

The activation free energies for lipoxygenase given in
Table 2 (∆gq(H)

q and ∆gq(D)
q ) are larger than some of the

values of ∆g00
q that have been obtained by fitting the

measured rate constants and isotope effects to eqs 42-45.108

This potentially confusing difference results mainly from the
fact that the activation free energy,∆gmm′

q in eq 44, does not
include stretching of the carbon-proton bond that is broken
in the reaction;∆gmm′

q thus is not the overall free-energy
barrier for the reaction, which of course must include the
effects of the hydrogen stretching coordinate. In eqs 42-
45, the vibrational overlap integrals that allow tunneling are
collected separately and put in the preexponential factor of
the expression for the rate constant. In the QCP formulation
(eqs 46 and 47), the tunneling correction to the rate constant
is included in the activation free energy, which expresses
the probability of finding the system at the TS. Although

the distinction is partly just a matter of perspective, Voth et
al.117,121,122have shown by path integral calculations that, if
the preexponential factor in the TST rate equation is taken
to beκqkBT/h as in eq 47, all the other factors that affect the
rate can be incorporated rigorously in∆gq

q.

11. Concerted Motions in an Enzyme Usually Do
Not Make Dynamical Contributions to Catalysis

Nuclear magnetic resonance spectroscopy has been used
to study the motions of enzymes over a wide range of time
scales.22,123-126 An interesting case is the enzyme cyclophilin
A, which catalyzes cis-trans isomerization of peptidyl
proline bonds.22,123,127,128A detailed analysis of the relaxation
dynamics indicated that numerous residues of the protein
have motions in the millisecond time range, coinciding with
the turnover time of the enzyme and that some of these
motions change when substrate is added. In particular, the
transverse15N amide relaxation of Arg 55, a residue that is
hydrogen bonded to the substrate and is essential for
catalysis, accelerates in the presence of the substrate and
approximately matches the dynamics of forming the TS,
suggesting that motions of Arg 55 might play a dynamical
role in the catalytic mechanism.22 In analyzing this proposal,
it is important to bear in mind that, if Arg 55 or any other
residue moves along the reaction coordinate and if its position
changes in the TS, it necessarily moves on the same time
scale as the reaction. The solvent molecules in a reaction in
solution, for example, must rearrange during the reaction and
so must move at more or less the same rate as the solute
atoms (see Figure 6). Most of the reorganization of the
environment occurs on the same time scale as the reaction,
and the motions of protein residues near the reacting substrate
are not fundamentally different in this regard from the
motions of the solvent molecules in solution. Further, as long

kq )
κqkBT

h
exp(-∆gq

q/(kBT)) (47)
Table 1. Observed and Calculated Primary Deuterium Kinetic
Isotope Effectsa

enzyme obsda refa
calcdb

(enzyme)
calcdb

(water) refb

lactate dehydrogenase 2-3 (183) 5.0 5.6 (78)
carbonic anhydrase 3.8 (184) 2.3 (186)

3.8 (185) 3.9 (115)
glyoxalase 3.0 (187) 5.0 3.6 (188)
alcohol dehydrogenasec 3.8 (189) (1)
lipoxygenase 81 (91) 81 100 (79)

a Experimentally measured ratio ofkcat in H2O and D2O (kH/kD).
b Computer simulations using the QCP method (kq(H)/kq(D)). c In the case
of alcohol dehydrogenase, Villa` and Warshel1 calculated only the total
nuclear quantum mechanical contribution to the hydrogen transfer. They
found it to be similar in the enzyme and water reactions, indicating
that the kinetic isotope effect probably is similar in the two systems.

Table 2. Calculated and Observed Kinetic Parameters for
Soybean Lipoxygenasea

T (K)
kq(H)

(s-1)
kq(D)

(s-1) KIEb
∆gq(H)

‡

(kcal/mol)
∆gq(D)

‡

(kcal/mol)

270 322 1.0 322 12.70 15.89
(189) (2.0) (95) (13.02) (15.47)

300 507 6.0 85 13.84 16.50
(297) (3.7) (80) (14.16) (16.79)

333 541 18 30 15.27 17.98
(392) (5.7) (69) (15.46) (18.67)

a From Olsson et al.79 The calculated values were obtained by the
QCP method (eqs 46 and 47). Experimental data from Knapp et al.91

are given in parentheses.b Primary kinetic isotope effect (kq(H)/kq(D)).
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as the motions of the protein residues follow Boltzmann’s
law, they simply reflect probabilistic effects and not bona
fide dynamical effects. In a QM/MM study of cyclophilin
A, Li and Cui128 found that Arg 55 underwent only very
small displacements between the enzyme-substrate complex
and the TS. They concluded that the arginine residue
stabilizes the TS electrostatically and that its motions do not
contribute significantly to the catalysis. In another interesting
NMR study, Wolf-Watz et al.129 recently found that the
opening of a lid over the nucleotide-binding pocket limits
the enzymatic reaction rates in homologues of adenylate
kinase from both mesophilic and hyperthermophilic organ-
isms, suggesting a close link between dynamics and catalysis.
As pointed out in a commentary by Akke,130 this was an
exceptional study because, although lid movements have
been described previously in numerous enzymes, Wolf-Watz
et al. were able to measure the protein dynamics and the
reaction kinetics under essentially identical conditions. It
would, nevertheless, be unwarranted to conclude that the
enzyme dynamics contributes importantly to catalysis. As
discussed in section 2, catalysis is defined by the difference
between the reaction rates in the enzyme and a reference
reaction, and contributions to catalysis must be assessed
according to this definition. The thermophilic and mesophilic
enzymes both provide an enormous rate enhancement relative
to the solution reaction, and the lid opening probably
contributes little to this enhancement. Conformational changes
such as lid opening or closing usually become rate-limiting
only if the enzyme has reduced the activation barrier for the
chemical step drastically by other mechanisms. Although the
work of Wolf-Watz et al.129 establishes a correlation between
conformational changes and kinetics, this does not demon-
strate a connection between dynamics and catalysis.

Wolf-Watz et al.129 also address the general observation
that thermophilic enzymes are slower than their mesophilic
homologues at moderate temperatures. They conclude that
the lower reaction rate in the hyperthermophilic adenylate
kinase at ambient temperatures is caused solely by a lower
rate of lid opening. This seems in line with the fact that the
thermophilic homologue usually is more stable, although the
barriers for local unfolding are not necessarily higher
throughout the molecule and in some cases may be lower.129,130

Greater stability clearly does not imply that a thermophilic
enzyme will stabilize the transition state for the chemical
step more strongly than its mesophilic counterpart. In general,
a more stable protein is likely to be less effective as a catalyst,
since more of the preorganization needed for catalysis is
invested in folding energy.131

Nunez et al.132 recently suggested that the catalytic reaction
of purine nucleoside phoshorylase involves protein modes
that reduce the barrier height by 20% by compressing the
reacting fragments. To evaluate the contribution of such
modes to catalysis, one must calculate the barrier height from
the minimum in the ground state, taking into account the
energy associated with the compression. Without such an
analysis, it might appear that a sufficiently strong compres-
sion would eliminate the barrier completely. In addition, it
is important to bear in mind that compression modes similar
to those that occur in the protein also occur in the reference
solution reaction. In the cases that we have studied, the costs
of bringing the reactants to the same distance are similar in
solution and in the enzyme, which means that the compres-
sion does not contribute significantly to catalysis (see the

related discussion of near-attack conformations in section
12).

Benkovic, Wright, and co-workers12,133-136 have studied
the reaction of dihydrofolate reductase by NMR. They found
that site-directed mutations of residues in a loop that
undergoes relatively large backbone motions had detrimental
effects on catalysis, and they suggested that the dynamics
of these residues could be important for catalysis. This
suggestion was supported by Brooks and co-workers,17,137

who carried out MD simulations of three ternary complexes
of the enzyme. Motions of some residues were strongly
correlated and were different in the enzyme-substrate and
enzyme-product complexes. Some of these motions were
modified in simulations of mutant enzymes with diminished
activity. However, these studies did not examine any of the
transition states in the reaction or demonstrate any dynamical
effects on the rate constant. The different motions of the ES
and EP complexes could just reflect the coupling between
the enzyme-substrate interactions and interactions of various
groups in the protein, which is common to all enzymes. In
simulations using the MDQT approach, Hammes-Schiffer
and co-workers137-139 identified a network of correlated
conformational changes with projections on the reaction path
but concluded that these reflect equilibrium structural effects
rather than dynamical effects. QM/MM simulations described
by Garcia-Vilocoa et al.140 also appear to be in accord with
this view.

It is important to emphasize that identification of correlated
motions does not provide a new view of enzyme catalysis,
because reorganization of the solvent along the reaction path
in solution also involves highly correlated motions.28,78

Correlated motions of an enzyme do not necessarily con-
tribute to catalysis and indeed could be detrimental if they
increase the reorganization energy of the reaction. The EVB
and dispersed-polaron approaches described above consider
the enzyme reorganization explicitly and automatically assess
the complete structural changes along the reaction coordi-
nates. A dispersed-polaron analysis of the type presented in
Figure 10, for example, tells us the projection of the protein
motion on the reaction coordinate and provides a basis for a
quantitative comparison with a reference reaction in solution.

Mutations of residues at considerable distances from the
active site sometimes alter enzyme activities, and these
effects could, in principle, reflect perturbations of global
motions of the protein. In most cases, they more likely reflect
long-range effects on∆gq. Such long-range coupling of free-
energy changes has been seen in computer simulations of
allosteric effects in hemoglobin141 and the effects of GTPase-
activating proteins on the activity of p21ras.142 Miller et al.143

have described an impressive experimental demonstration
of such an effect in orotidine 5′-phosphate decarboxylase,
where removing the ribose 5′-phosphate moiety of the
substrate decreaseskcat/Km by more than 12 orders of
magnitude.

Berendsen, Go, and their co-workers have identified
collective motions in proteins by a method called “essential
dynamics”, in which they examine the covariance of
positional fluctuations of the CR atoms.15,144-146 They suggest
that low-frequency global vibrational modes extracted by
diagonalizing the covariance matrix have special functional
significance. In proteins with several domains, these modes
can reflect movements of one domain relative to another,
and they sometimes correlate with structural variations
between X-ray structures determined under different condi-
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tions.147 However, such fluctuations between different con-
formations do not necessarily have any functional impor-
tance: they could just reflect a relatively flat free energy
surface along a particular coordinate. The significance of a
protein motion depends on how the motion affects∆gq for
the process the enzyme catalyzes: motions that have little
influence on∆gq are unlikely to be of special significance.

The coupling of protein motions to a reaction in an enzyme
involves fluctuating electrostatic interactions of the solute
with charged or polar residues and bound water molecules.
In solution, it involves reorientation of the solvation shells.
Clearly, the reaction coordinate in both cases will involve
components along the environment (solvent) coordinate. The
real difference is the amplitude of the change in the solvent
coordinates during the reaction, which determines the
reorganization energy and generally is smaller in the enzyme
because of preorganization of the active site.

12. Other Proposals for How Enzymes Work
This review has focused on whether dynamical effects

contribute significantly to enzyme catalysis. If dynamical
effects do not account for the catalytic power of enzymes, it
is reasonable to ask what other factors are responsible for
this power. Although this issue has been discussed exten-
sively elsewhere,2,5,30,35,148it may be helpful to summarize
our perspective on the results of computer modeling of the
main proposals.

(a) Electrostatic preorganization. The ability of enzymes
to provide a preorganized electrostatic environment has been
found to account for the major part of the catalytic effect in
many enzymatic reactions.1,131,149,150Other studies also have
supported the view that electrostatic stabilization of the TS
plays a major role in catalysis,35,151although the importance
of preorganization of the active site was not discussed.

(b) Steric strain. The idea that enzyme catalysis results
from destabilization of the ground state was put forward in
classical studies of lysozyme.152 Later studies that examined
the actual amount of energy associated with steric strain
found it to be small, due to the inherent flexibility of
proteins.5,34,153 Nevertheless, the strain proposal has been
invoked in several recent studies.154,155

(c) Near-attack conformations (NAC). Bruice and co-
workers have advanced the idea that enzymes catalyze
reactions by favoring configurations in which the reactants
are pushed to a close interaction distance.156 In the cases we
have studied, the energy associated with moving the reacting
fragments from their average configuration in water to the
average configuration in the enzymes was small, indicating
that the corresponding catalytic effect was relatively mi-
nor.157,158In one case where the NAC effect appeared to be
large, it was found that the actual catalytic effect was
attributable to electrostatic stabilization of the TS.159 In other
words, the NAC effect evidently was a consequence rather
than the source of the electrostatic catalytic effect.159

(d) Entropic effects. The idea that a loss of entropy upon
substrate binding decreases the activation entropy for the rate-
limiting catalytic step was advanced in the early work of
Jencks and co-workers160,161 and has gained some support
in recent computational studies.162,163Villa et al. have argued
that this proposal is based on an incomplete thermodynamic
cycle.164 The entropic contribution probably cannot be large
since the activation entropy in solution is usually relatively
small. This reflects the fact that the formation of the TS does
not require losing many degrees of freedom.29 Problems with

the entropy proposal also have emerged from experimental
studies of cytidine deaminase by Wolfenden and co-
workers.165

(e) Desolvation. The idea that enzymes reduce the activa-
tion barrier by desolvating and destabilizing the ground state
of the reacting fragments has been put forward by many
workers.160,166-168 However, systematic analyses have shown
that the TS is solvated much more strongly in many enzymes
than in solution.2,5,61 The only way to test the desolvation
proposal computationally is to calculate the actual binding
energies of the reactants in the ground and transition states.
This was done in the studies of haloalkane dehalogenase
described above61 but not in most of the computational
studies that have purported to favor desolvation effects.

(f) Low-barrier hydrogen bonds (LBHB). Some enzymes
have been proposed to catalyze their reactions by forming
so-called low-barrier hydrogen bonds (LBHB’s) with the
reactants.169-172 The distinction between this suggestion and
the idea that preorganized hydrogen bonds stabilize the TS
electrostatically131 is that a LBHB is a partially covalent
(delocalized) bond, such as a bond of the form Y-δ‚‚‚H‚‚‚X-δ.
Here Y is an enzyme atom and X could be, for example, a
oxygen atom of the solute that becomes negatively charged
in the TS. In our view, the gas-phase calculations that have
been used to support the LBHB proposal have little relevance
to enzymes. EVB studies and molecular orbital QM/MM
studies that have reached a sufficiently quantitative level have
failed to support the LBHB idea.173-176 Indeed, Warshel and
Papazyan177 showed that a LBHB would reduce rather than
increase the solvation of the TS and thus would have an
anticatalytic effect. Enzymes appear to stabilize the TS more
effectively with localized charges than with delocalized
charges.177

In principle, enzymes could catalyze their reactions in
many different ways, and it seems reasonable to assume that
evolution has exploited all of these ways. However, the
computer simulations and conceptual arguments summarized
above indicate that most of the mechanisms that have been
proposed do not lead to significant catalytic effects. These
findings obviously cannot be extrapolated to enzymes that
have not yet been studied. But the only way to examine the
feasibility of a proposed effect is to assess its magnitude in
a variety of known enzymes, and the finding that a particular
effect is relatively unimportant in all these test cases raises
the reasonable presumption that this effect cannot contribute
significantly to catalysis.

Studies of catalytic antibodies have played a prominent
role in the realization that enzymes stabilize transition states,
since the antibodies were raised against haptens that were
considered to be TS analogues.178-181 But, because the
catalytic power of such antibodies is usually much smaller
than that of natural enzymes, some workers have concluded
that TS stabilization cannot account for the full catalytic
power of enzymes, and it has been suggested that antibodies
have less dynamical power than enzymes.25 In one of the
few computational studies that have addressed this point, the
charge distribution in the TS of the reaction catalyzed by
chorismate mutase was found to be quite different from the
charge distribution in the TS analogue that was used to elicit
a catalytic antibody for the same reaction.182 In many cases,
it is not surprising that the catalytic antibody would be less
effective than the enzyme, since the enzymatic reaction
involves several transition states with similar energies and a
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single hapten cannot mimic the charge distribution in more
than one of these states.

13. Conclusions
From the discussion above, we conclude that there is no

convincing evidence for dynamical contributions to enzyme
catalysis of ground-state reactions. Although enzymes have
evolved to lower the activation free energies of reactions
dramatically, no enzyme has been shown to increase the
transmission factor by more than a factor of about two
relative to that for the same reaction in water. And although
nuclear tunneling contributes to the reactions catalyzed by
some enzymes, no enzyme been shown to use a particular
vibrational mode in a way that specifically enhances tun-
neling relative to the reaction in solution. Concerted, large-
scale motions certainly occur in some enzymes, and like more
localized motions of residues in the active site, these may
correspond to motions that progress along the path to the
TS. However, the rate constant is determined by the
probability of reaching the TS rather than by the time
dependence of fluctuations along the reaction path.

Of course we cannot say that an enzyme that exploits a
dynamical effect will never be found. The search for
dynamical effects undoubtedly will continue, generating
additional intriguing results and providing an active meeting
ground for investigators with new experimental and com-
putational approaches. Our thesis is simply that to demon-
strate a dynamical effect, one must show that it contributes
significantly to catalysis in the enzyme and does not occur
in the same reaction in solution.
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